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Introduction (1) -- sparse coding
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E Sparse coding :
1) more succinct and often more meaningful representation
2) overcomplete sparse coding is particularly interesting



Introduction (2)
-- overcomplete sparse coding for classification
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Coded into high dimension, : :

Raw data - g Equivalent to build

and build linear classifier piece-wise linear
classification boundary

E Overcomplete sparse coding + linear classifier
equivalent to a piece -wise linear separating boundary in original space
typically the higher the coding dimension, the better the performance

very successful in recent image classification challenges (No.1 in PASCAL
2009, No.1 in ImageNet 2010)



Introduction (3)
-why i cAideepo-«codi ng net wor
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Flat coding Hierarchical coding

E Hierarchical coding vs. flat coding:

explicitly exploit tree  -dependency between bases, allowing gradually zoom
into details (top down)

computational efficiency: learning a big flat codebook is costly, but learning
many smaller codebooks is much cheaper (can be done in parallel)



Introduction (4)
-- existing work of multi-layer coding

x Hierarchical sparse coding using hierarchical regularization

C e e . . P. Zhao, et al, 2009
Minimizing cost while enforcing tree S. Kim. et. al 2010

dependency on coding coefficients R. Jenatton et.a/, 2010

x Sparse deep belief net

Learning deep belief network while enforcing
sparseness constraint on hidden unit activations.

H. Lee, et. al, 2007

x Locality-constrained linear coding 3. Yang, et. al, 2010

Gaussian mixture model, then using sparse coding
inside each mixture

x Extended local linear coding K. Yu, et. al, 2010

Local coordinate coding , then the secdayger
using local PCA

E Deep coding network
-- two layers of sparse coding, with potential to be extended to multiple layers



Deep coding network (1)
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E Coding is layer-by-layer. Deeper layer is to zoom into more details (top  -down).

Ve

E Given the first layer coding, second -layer coding can be done in parallel.

E Coding scheme is derived from nonlinear functional approximation
point of view



Deep coding network (2)

First-layer coding:
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E The first -layer coding is nonnegative sparse coding with sum -to-one constraint.
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E The second-layer coding is weighted nonnegative sparse coding.

E Can be extended to more than two layers.



Deep coding network -- optimization

Optimization: alternatively optimize the bases and coding coefficients

nonnegative least-squares with sum-to-one constraint
Solved by a conventional active set method

nonnegative least-squares (without sum-to-one constraint)

We develop a fast algorithm base
method. E.g., for MNIST data, L,=512, coding one digit

takes only 1~2 ms.

optimize bases

Solve its dual problem: convex optimization with nonnegative
constraints--al so sol ved using projecte

EProjected Newtonds met hod:
-- a principal way of adding more than one variables to inactive set at a time

E Parallel computing:
-- the second layer coding is done in parallel using Hadoop



Why deep coding make sense
-- from functional approximation point of view
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e.g. nonlinear separating boundary
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Coded into high dimension, - :
Raw data 9 Equivalent to build

and build linear classifier piece-wise linear
classification boundary

Functional approximation: approximate a nonlinear function using a
linear function in the coding space



